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Protein abundance is a measure of expression of mRNA in a cell. The code of DNA is not expressed 
constitutively in all conditions; hence it is important to determine the population and abundance of 
proteins in a cell to determine cellular functions. Essential protein products are mandatory for 
functioning of a live cell. Thus patterns of abundance of 
A machine learning based framework has been applied here using neural n
predict essential genes of S. cerevisiae using protein abundance as a feature using 77.65 percent 
accuracy.
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INTRODUCTION 
 

Proteins play a crucial role in our lives as they are required for 
almost all cellular processes. The deluge of sequence 
information found in biological databases gives an idea about 
the different mRNAs coded by the genome but it does not 
reflect the post-translational modifications and also the 
expression level during the normal phase of cellular life. The 
rapid development of high throughput methods in proteome 
studies has made possible to enlist the complete plethora of 
proteins found in cells in different phases of the life cycle 
(Schena et al., 1995; Eisen and Brown, 1999
include DNA Microarrays tagging the ORFs with high
epitopes and expression from its natural chromosomal location 
(Ghaemmaghami et al., 2003), use of high throughput flow 
cytometry and GFP tagged yeast strains (Newman 
to calculate the protein abundance level in a single cell, etc. 
Saccharomyces cerevisiae remains one of the most well studied 
organisms with a detailed profiling of protein concentrations in 
the nearly proteome wide level.  
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ABSTRACT 

Protein abundance is a measure of expression of mRNA in a cell. The code of DNA is not expressed 
constitutively in all conditions; hence it is important to determine the population and abundance of 
proteins in a cell to determine cellular functions. Essential protein products are mandatory for 
functioning of a live cell. Thus patterns of abundance of essential and non
A machine learning based framework has been applied here using neural n
predict essential genes of S. cerevisiae using protein abundance as a feature using 77.65 percent 
accuracy. 
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almost all cellular processes. The deluge of sequence 
information found in biological databases gives an idea about 
the different mRNAs coded by the genome but it does not 
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Ghaemmaghami et al. (Akthar 
80% of the proteome is expressed during the normal growth 
conditions. Thus the abundance of proteins crucial for life may 
show a significant variance with the proteins expressed only 
during special conditions. The genome of 
comprises of the complete set of genes that it is capable of 
encoding. But all of the genes are not transcribed and translated 
under any given condition. The flexibility and survivability that 
is exhibited by an organism to environmental pertur
partially conferred by the genes that are constitutively 
expressed under all the conditions, and partially by a subset of 
genes that are induced under the defined conditions. An 
essential gene is defined here as a gene necessary for growth to 
a fertile adult (Kemphues and Kenneth, 2005
genes of an organism may constitute its minimal gene set, 
which is the smallest possible group of genes that is adequate 
to sustain a functioning cellular life form under the most 
favourable conditions (Koonin, 2000; Juhas 
removal or effective mutation of only one of these genes is 
sufficient to confer a lethal phenotype on an organism 
irrespective of the presence of remaining genes. Therefore, the 
functions of essential genes are
organism and may be viewed as a foundation of life. 
Identification of essential genes is important not only for the 
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Protein abundance is a measure of expression of mRNA in a cell. The code of DNA is not expressed 
constitutively in all conditions; hence it is important to determine the population and abundance of 
proteins in a cell to determine cellular functions. Essential protein products are mandatory for 

essential and non-essential proteins may vary. 
A machine learning based framework has been applied here using neural net algorithm which could 
predict essential genes of S. cerevisiae using protein abundance as a feature using 77.65 percent 
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Akthar et al., 2012) reported that nearly 
80% of the proteome is expressed during the normal growth 
conditions. Thus the abundance of proteins crucial for life may 
show a significant variance with the proteins expressed only 

The genome of an organism 
comprises of the complete set of genes that it is capable of 
encoding. But all of the genes are not transcribed and translated 
under any given condition. The flexibility and survivability that 
is exhibited by an organism to environmental perturbations is 
partially conferred by the genes that are constitutively 
expressed under all the conditions, and partially by a subset of 
genes that are induced under the defined conditions. An 
essential gene is defined here as a gene necessary for growth to 
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understanding of the minimal requirements for cellular life, but 
also for practical purposes. Since most antibiotics target 
essential metabolic processes, essential proteins of microbial 
cells are being viewed as very effective targets for 
antimicrobial drugs (Juhas et al., 2012). It has been reported 
that PPI networks constructed using affinity purification 
methods for yeast and Eschericia coli demonstrate a correlation 
between protein degree, or number of interactions, and cellular 
abundance (Ghaemmaghami et al., 2003). Ning et al. (2010) 
also reported that there is a strong correlation between hub 
proteins and essential proteins. Essential proteins being crucial 
for cellular functioning occur in larger complexes and core 
proteins are involved in more number of biological processes 
than attachment proteins (Chakraborty et al., 2013). There have 
been several attempts for in-silico prediction of essential genes. 
The initial works were mostly based on sequence features of 
genes and proteins with or without homology comparison (del 
Rio et al., 2009). Advances in machine learning techniques 
enabled us to analyse more complex biological data and create 
predictive models for determination of essentiality of a 
candidate gene or protein. Later, with  accumulation of data 
derived from experimental small-scale studies and high-
throughput techniques it was possible to construct networks of 
gene and proteins interaction (De Las Rivas et al., 2012) and 
then investigate whether the topological properties of these 
networks would beuseful for predicting essential genes 
(Acencio and Lemke , 2009; Joy  et al., 2005; Paladugu et al., 
2008; Saha et al., 2006). Recently, a comprehensive review of 
use of topological features of biological networks used under a 
machine learning framework to predict essential genes have 
been published by Zhang,  Acencio and Lemke (Zhang et al., 
2016). Various other machine learning based methods like use 
of codon usage bias (Henry et al., 2007), disorderness of 
proteins (Das et al., 2016) etc. as classifier have also been 
demonstrated.  
 
The protein expressions are regulated by on various factors in a 
cell and their spatial distribution also varies. But it is often 
observed that the different proteins maintain an innate and 
specific range of abundance levels in a cell (Rapidminer). In a 
growing yeast cell, the absolute abundance levels may range 
from 32 to 500000 copies per cell, with the rarest proteins 
being low abundant (Akthar et al., 2012). Ivanic et al. (2009) 
did an analysis of correlation of protein abundance with high 
throughput protein-protein interaction studies and came to a 
conclusion that essential proteins also show high abundance 
compared to their non-essential counterparts. Thus, we felt it 
will be interesting to assess the extent of relationship of protein 
abundance to its essentiality for the organism. A direct 
correlation based analysis of abundance with essentiality is not 
possible as Greenbaum et al. (Greenbaum et al., 2003), opined 
that the abundance data are often quite complex and noisy to 
ascertain their expression features. Machine learning 
approaches have effectively demonstrated that it can 
significantly classify and segregate between noisy data (Zhu et 
al., 2004).  So in this work an attempt has been made to predict 
essentiality of proteins (and their corresponding genes) using 
abundance data as classifier in a machine learning framework  
and test if this could be used as a sole parameter to predict 
essentiality of a protein. The various methods mentioned above 
including topological properties and codon usage bias include 
many parameters to be used in the machine learning 
framework. Calculation of topological features of proteins in 
biological network is also acumbersome task. Thus the 
prediction of essentiality just using a single parameter, i.e. 

protein abundance may be an easy and simple process to 
implement. 
 

MATERIALS AND METHODS 
 
Gene sequence and related information  ofS. cerevisiae were 
downloaded from Ensembl (www.ensmbl.org) using R 
Programming environment (Aken et al., 2016). BiomaRt 
package of R (Durinck et al., 2010; Smedley et al., 2009) was 
used to extract the data from the Ensembl server (Biomart). 
The information about essential genes was downloaded from 
the Database of Essential Genes (DEG version) (Zhang et al., 
2009). This information was used to segregate the yeast 
proteins among essential and non-essential types. There is no 
database of non-essential genes. Thus from the entire genepool 
of S. cerevisiae, the genes not included under essential gene 
database were regarded as non-essential. The protein 
abundance data were obtained from PaxDb: Protein Abundance 
Across Organisms (Wang et al., 2012). For machine learning 
framework, Rapidminer Studio (version 5.3.015, community 
edition), (Rapidminer) a widely accepted open source software 
environment for predictive analytics was used. The dataset 
employed here included 2564 S. cerevisiae proteins, out of 
which 577 were essential and the rest i.e 1987 were non-
essential ones. As per the requirement of Rapidminer (Akthar 
et al., 2012), the data were formatted and arranged in a csv file 
for further analysis. The essential design of the system was 
reading the data from csv file and then assigning roles. The 
names of the yeast proteins were used as unique identifier (ID) 
and the case whether the particular protein was essential or not 
was used as label or outcome. The metadata are presented in 
Figure 1.  
 
The data were channelized through a ten-fold cross-validation. 
The cross validation is a statistically accepted measure for 
evaluation of the performance of a machine learning algorithm. 
The X-Validation operator in Rapidminer is a nested operator. 
It has two sub-processes: a training sub-process and a testing 
sub-process. The training sub-process is used for training a 
model. The trained model is then applied in the testing sub-
process. The trained model is then applied in the testing sub-
process. The performance of the model is also measured during 
the testing phase. In this cross validation, shuffled sampling 
was used, which first shuffled the entire data, then selected 
10% of that dataset and kept in a block. From the entire dataset, 
ten such blocks were produced. In the first instance, the rest of 
the 90% data were trained with the given classifier, and then 
the block of 10% data were used to test the accuracy of 
prediction. The accuracy of the prediction was noted against 
the label (which was not exposed to the algorithm during 
prediction) and this is the performance of the prediction. The 
performance was recorded by the system and the process was 
repeated, this time the second block of the 10% data being used 
for testing while the rest of the data (including the first block 
mentioned above) was used for training. The performance was 
recorded again. The entire process was repeated in a loop till 
the tenth block of the 10% data was used for testing. The 
averages of ten performances were used to conclude the overall 
performance of the classifier. This method thus eliminates 
chances of over fitting and biases in the training and 
performance measurements. 
 
Figure 2 and 3 describes the arrangement of the operators in 
Rapidminer. 
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In the process of training and evaluation, neural network was 
used as a classifier. A neural network is a powerful 
computational data model that is able to capture and represent 
complex input/output relationships and thus this classifier was 
used for analysis. The parameters used for neural network were 
as follows: Hidden layers: 1, Training cycles: 500, Learning 
rate:0.3 and Momentum 0.2. This operator along with the 
model application and performance evaluation for each cycle is 
given in Figure 3, which runs in a nesting loop till the last 
block of the data is used for evaluation of performance. 
 

RESULTS AND DISCUSSION 
 
In the experiment, the Performance vector was found to be 
77.65% indicating that the machine learning framework 
implemented here could perform with considerable amount of 
efficiency. The classification error was 22.35% while precision 
for essential genes was 100% and non-essential genes was 
77.62% +/- 0.28% indicating that the system could predict the 
essential genes with very high accuracy while it failed to 
recognise non-essential genes in 22.35% cases. The abundance 
of non-essential proteins of a cell is generally found to be lower 
than the essential proteins, but it may not be true for all cases. 
Thus while the system could recognise the essential class of 
proteins with high accuracy it moderately lagged in doing so 
for recognising the non-essential ones.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As mentioned earlier, the non-essential genes were regarded as 
the subset of genes as a result of subtraction of essential genes 
from the entire yeast genome, and thus there could be a few 
candidates incorporated here as non-essential which are 
actually essential genes and not covered in the essential gene 
database, resulting in a lower predictive value. We feel as the 
main goal of the study is to find the essential genes or proteins, 
the high level of accuracy of the predictive modelling system 
employed here to recognise the essential ones among a pool of 
candidates is the main strength of the predictive modelling 
system.  
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