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Weather Forecasting is one of the emerging applications for Data mining technology. It is used to 
predict the atmospheric conditions based on humidity, 
focus on comparing various data mining technique which were used previously for predicting the 
weather conditions. Predicting the weather is helpful in preparing for the best and the worst condition 
of the climat
weather.
frequent pattern growth algorithm, decision tree and back propagation a
comparison of various techniques for predicting the weather.
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INTRODUCTION 
 

Weather forecasting is consider as one of the most challenging 
problem which is face by the world from the last decades. 
Weather forecasting command in predicting how the current 
state of the atmosphere will change with the change of climate. 
[5] For making the forecasting accurate a user must have the 
data collected from the past. A user must understand the 
processes which are occurring in the atmosphere  which are 
needed to generate the current weather conditions which is 
later on considered with the past data .Thus weather 
forecasting is considered as one of the important features for 
determining various day to day activities. Data mining is also 
defined as the process which is used to extract the useful 
information from large amount of incomplete data whi
used for practical applications. Throughout these decade an 
attempt was made for  forecasting the weather based on change 
in climate thus weather forecasting is consider as one of the 
interesting domains. 
 
Weather forecasts are of following type [7]:
 

 Now casting:-is defined as the method in which 
information about the current weather forecasting up to 
few hours ahead is given. 
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ABSTRACT 

Weather Forecasting is one of the emerging applications for Data mining technology. It is used to 
predict the atmospheric conditions based on humidity, temperature, rainfall, wind etc.
focus on comparing various data mining technique which were used previously for predicting the 
weather conditions. Predicting the weather is helpful in preparing for the best and the worst condition 
of the climate. Datamining plays a very important role in determining the conditions relating to the 
weather. Various technique for predicting weather include Regression, Artificial neural network, 
frequent pattern growth algorithm, decision tree and back propagation a
comparison of various techniques for predicting the weather. 
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Weather forecasting is consider as one of the most challenging 
problem which is face by the world from the last decades. 
Weather forecasting command in predicting how the current 
state of the atmosphere will change with the change of climate. 

the forecasting accurate a user must have the 
data collected from the past. A user must understand the 
processes which are occurring in the atmosphere  which are 
needed to generate the current weather conditions which is 

data .Thus weather 
forecasting is considered as one of the important features for 
determining various day to day activities. Data mining is also 
defined as the process which is used to extract the useful 
information from large amount of incomplete data which is 
used for practical applications. Throughout these decade an 
attempt was made for  forecasting the weather based on change 
in climate thus weather forecasting is consider as one of the 

[7]:- 

is defined as the method in which 
information about the current weather forecasting up to 

 
 

 Short range forecast:
which information about forecasting of weather is 
predicted up to 3 days. This method has a duration upto 
3 days. This type of forecasting is basically based on 
the latest weather charts.

 Medium range forecast
forecasting contain information which is less accurate 
then short range forecasting .They have a duration from 
4 to 10 days. 

 Long range forecast:-
type of forecasting but it contain information for more 
than 10 days which can be range from a month to a 
seasonal forecast.  

 
Weather contain following parameters
temperature, atmospheric pressure, humidity, precipitation, 
solar radiation and wind. Based on this parameters event 
like rainfall, fog can be measur
techniques [4] used in data mining including association
[16], regression and so on. Among all classification 
technique are mostly used 

 
Tools  
 
There are several number of tools used in Data mining 
techniques include Classification, 
Clustering, Visualization. 
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Weather Forecasting is one of the emerging applications for Data mining technology. It is used to 
temperature, rainfall, wind etc. This paper 

focus on comparing various data mining technique which were used previously for predicting the 
weather conditions. Predicting the weather is helpful in preparing for the best and the worst condition 

Datamining plays a very important role in determining the conditions relating to the 
Various technique for predicting weather include Regression, Artificial neural network, 

frequent pattern growth algorithm, decision tree and back propagation algorithm .The paper provide 
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:-is defined as the method in 
which information about forecasting of weather is 
predicted up to 3 days. This method has a duration upto 
3 days. This type of forecasting is basically based on 
the latest weather charts. 
Medium range forecast:-This method of weather 
forecasting contain information which is less accurate 
then short range forecasting .They have a duration from 

-There is no definition for this 
type of forecasting but it contain information for more 

hich can be range from a month to a 

Weather contain following parameters [17] like air 
temperature, atmospheric pressure, humidity, precipitation, 
solar radiation and wind. Based on this parameters event 
like rainfall, fog can be measured. There are several 

used in data mining including association 
[16], regression and so on. Among all classification 

There are several number of tools used in Data mining 
techniques include Classification, Prediction, Association, 
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Some of the tools are 
 
Rapid Miner [8], is an open source tool with software 
platform that implements the environments like analytics and 
mining. This tool also validates the process for prediction 
automatically. 
 
Weka: is a graphical user interface that act as a data mining 
tool. This tool acquire the techniques as classification, 
association, visualization and so on. 
 
Orange Canvas, is used to manage the unsupervised data. it is 
also one of the type of data mining tool. It include methods 
like classification, regression and type of regression. As this 
method contain regression thus it is used to evaluate the data in 
the form of matrices whict help in predictions. 
 
Methodologies Used 
 
Basic steps for implementing various algorithms are:- 
 
Data Collection:-refers to the process of gathering the 
information in an organized form, which is then used to 
evaluate the outcomes. 
 
Data preprocessing:-refers to the process of transforming the 
raw data into an understandable form. It is one of the proven 
methods for resolving problems like incompleteness and 
inconsistency. 
 
Data Transformation:-refers to the transformation of data 
into an suitable form 
 
Applying various classification algorithms:-This step 
involves a method for classifying a data and based on this 
classification an appropriate algorithm is applied.  
 
Predicting the data:-based on classification algorithm suitable 
prediction can be made. 
 
This are the basic steps involve in each algorithm. 
Methodologies are given below 
 
Decision Tree 
 

 
 

Diagrammatically representation of a  
Decision Tree in weather forecasting 

 
Decision Tree [2] is one of the method of data mining that uses 
a tree like graph which is used to make further predictions. 
There are different kind of decision tree algorithm such as 
C4.5,CART (classification and regression tree), CHAID (chi-
squared automatic interaction detection) and many more.  

In Decision Tree making attribute selection measures are used 
to select the attribute that divide the data instances into 
different classes. Therefore Decision Tree Algorithm is one of 
the method which is used to analyze the past data and can 
predict the future data. 
 

 
In decision tree making, attributes which are used for selecting 
the procedures are used to select the attribute that divide the 
different instances of data into different classes. C4.5 uses gain 
ratio as an attribute for selecting the procedures whereas 
CART uses gini index which can be consider as a binary split 
for each attribute.
 
Naïve Bayesian Classifications 
Bayesian Classification is based on Bayes Theorem. [9] The 
Basic idea of Bayes Theorem is that an event can be predicted 
based on the evidences that can be observed. Bayesian 
Classifier [11] is basically the Statistical Classifiers that can be 
used to predict the probabilities. Basic Formula for Bayes  
 
Theorem is 
 
P (H/X) =P(X/H) P (H)/P(X) 
 
Where P(X) is constant. 
 

Bayesian Classifier work in following manner 
 

 Firstly G is taken as a training set of tuples or data sets 
with their associated class labels, tuple A=(a1,a2…an), 
which is used to depict n measurements made on the 
tuples from n attributes, respectively, D1,D2,…Dn. 
 

 If there were m classes, B1,B2…Bm. For the given tuple 
A, the classifier will predict that A belongs to a class 
having the higher posterior probability. Thus Naïve 
Bayesian Classifier predict the tuple A belong to a class 
Bl if it satisfy the following condition 

                                         
P(Bl/A)>P(Bk/A) 

 

 Thus, the value of P(Bl/A) should be maximize. This is 
known as maximum posteriori hypothesis. Thus by 
Bayes Theorem it can be depicted that 

                                            
P(Bl/A)=p(A/Bl)p(Bl)/p(A) 

 

 In the above equation p(A) is considered as constant for 
all classes, therefore p(A/Bl)p(Bl) needs to be 
maximized. if the probability is not known, then it can 
be assumed that all the classes are equal which means 
P(B1)=P(B2)=….P(Bm) therefore the value of P(A/Bl) 
needs to be maximized. 
 

 Prior probabilities of classes can be estimated by 
P(Bl)=|Bl,g|/|G|, here |Bl,g| is the number of training 
instances of class Bl in G. 

 

 Thus the naïve assumption for class conditional 
independence is made. This denotes that the value of 
the attributes are conditionally independent of one 
another. 
 

 In the below mention equation AJ refers to the value of 
attributes Dj. Therefore 

 

P(A/Bl)=P(A1/Bl)xP(A2/Bl)xP(A3/Bl)…xP(An/Bl) 
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 Thus Bayesian Classification algorithm uses past 
dataset and current dataset in order to predict [14] the 
values. 

 

Back Propagation 
 

Back Propagation [1] is based on neural network. Neural 
Network is refers to the process of connecting the input or the 
output which has the weight associated with them. By 
adjusting their weight it can able to predict the future. Back 
Propagation [6] is based on supervised learning technique. The 
weight of each connection in back propagation can be adjusted 
in order to reduce the error value and it can be repeated until 
the value of an error is relatively very small. With the help of 
this, [13] the value of parameters can be predicted by changing 
the value of any one parameter 

Back propagation algorithm 
 

 
Flowchart [21] for weather classification using Back 
Propagation Algorithm In Back Propagation a network can be 
trained by changing the weight of a network in order to get the 
output.  
 
Back Propagation  include the following steps 
 

 Firstly, the initialization of network can be done by 
setting its weight to a random number. 

 After setting the weight an input pattern is applied in 
order to get the output.  

 Calculate the error. The value of an error can be changed 
in order to minimize it. 

 Repeat the above steps in order to reduce the value of an 
error. 

 

Thus by the changing the value of any one parameter 
prediction can be made. 
 

Comparison 
 
Thus weather forecasting can be done by any one of the above 
mention method like Decision tree, Bayesian classification and 
Back propagation algorithm. The Decision Tree considers the 
past data and generates a tree that provides the attributes which 
can be considered for future prediction. Bayesian classifier is 
used to classify the data based on the evidences that can be 
used to predict the future outcome.  

In Back Propagation weather forecasting can be predicted by 
changing the value of any one parameter. 
 
Conclusion 
 
Weather Forecasting is having a predominant importance in 
our day to day life. This survey paper includes some of the 
important techniques which can be used for weather 
forecasting. Thus Data Mining is one of the most emerging 
technologies which can be used to predict the real time 
applications.  
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