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In the present era of communication system, the requirement of image storage and transmission for 
image processing are increasing exponentially. This is why; the need for better compression 
technology is in extremely demands. In this paper, a gray image co
quantization scheme is proposed. This method having the advantages of BTC and quantization both. 
The BTC algorithm with quantization has some controlling parameters through which we can control 
the quality and compression of
evaluated in terms of Entropy, PSNR, MSE
the previous work of literature.
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INTRODUCTION 
 
Block truncation coding is one of the lossy coding techniques 
applicable for Gray scale images. It reduces the 
loses some extent of original information of the image
et al., 2002). The significant advantages of this coding 
approach are low computational complexity and high 
parallelism. The basic idea of BTC is to perform moment 
preserving quantization for blocks of pixels.  The input image 
is divided into non-overlapping blocks of pixels of sizes 4
8×8 and so on. Mean and standard deviation
calculated. Mean is considered as the threshold and 
reconstruction values are determined using mean and standard 
deviation. Then a bitmap of the block is derived based on the 
value of the threshold which is the compressed or encoded 
image.  Using the reconstruction values and the bitmap the 
reconstructed image is generated by the decoder.  Thus in the 
encoding process, BTC produces a bitmap, mean and standard 
deviation for each block.  It gives a compression ratio of 4 and 
bit rate of 2 bits per pixel when a 4×4 block is considered.  
This method provides a good compression without much 
degradation on the reconstructed image.  But it shows some 
artifacts like staircase effects or raggedness near
Due to its simplicity and easy implementation, BTC has gained 
big interest in its further improvement and application for 
image compression. 
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ABSTRACT 

In the present era of communication system, the requirement of image storage and transmission for 
image processing are increasing exponentially. This is why; the need for better compression 
technology is in extremely demands. In this paper, a gray image co
quantization scheme is proposed. This method having the advantages of BTC and quantization both. 
The BTC algorithm with quantization has some controlling parameters through which we can control 
the quality and compression of the image. The performance of the proposed method has been 
evaluated in terms of Entropy, PSNR, MSE and SSIM. The result of the proposed work is better than 
the previous work of literature. 
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Block truncation coding is one of the lossy coding techniques 
applicable for Gray scale images. It reduces the file size but 
loses some extent of original information of the image (Wang 

advantages of this coding 
approach are low computational complexity and high 

The basic idea of BTC is to perform moment 
preserving quantization for blocks of pixels.  The input image 

overlapping blocks of pixels of sizes 4×4, 
8×8 and so on. Mean and standard deviation of the blocks are 

Mean is considered as the threshold and 
reconstruction values are determined using mean and standard 
deviation. Then a bitmap of the block is derived based on the 

eshold which is the compressed or encoded 
image.  Using the reconstruction values and the bitmap the 
reconstructed image is generated by the decoder.  Thus in the 
encoding process, BTC produces a bitmap, mean and standard 

s a compression ratio of 4 and 
bit rate of 2 bits per pixel when a 4×4 block is considered.  
This method provides a good compression without much 
degradation on the reconstructed image.  But it shows some 
artifacts like staircase effects or raggedness near the edges.  
Due to its simplicity and easy implementation, BTC has gained 
big interest in its further improvement and application for 
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The algorithm for BTC is as follows:  
 

Step 1:  Input a gray scale image of size M×N pixels and the 
dimension of the square block k by which the image is to be 
divided into non-overlapping blocks.
Step 2: Divide the image into various blocks, each of size k×k, 
value of k can be 4, 8, 16, and so on.  Each block, W is 
represented as; 
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Step 3: calculate the mean and variance of gray level in block 
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m� is the sample mean and the sample variance 
block is given by: 
 
σ� = m� − m�                   ………………………………… 
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In the present era of communication system, the requirement of image storage and transmission for 
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technology is in extremely demands. In this paper, a gray image compression method using modified 
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The BTC algorithm with quantization has some controlling parameters through which we can control 

the image. The performance of the proposed method has been 
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The algorithm for BTC is as follows:   

Input a gray scale image of size M×N pixels and the 
dimension of the square block k by which the image is to be 

overlapping blocks. 
Divide the image into various blocks, each of size k×k, 

value of k can be 4, 8, 16, and so on.  Each block, W is 
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Step 3: Now the compressed bit map is obtained by   
 

B = �
1, w� > �
0, w� ≤ μ

�                   ………………………………… (5) 

 
Step 4: The bit map B, μ and ı are transmitted to the decoder. 
The algorithm for decoder is as follows:   
 
Step 1: Calculate a and b 
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where  p = No. of 0’s in the bit map and  q = No. of 1’s in the 
bit map 
 
Step 2: The reconstructed image Z can be obtained by 
replacing the element 1 in B with H and element 0 with L. 
 

 
 

Figure 1. Block diagram of Block Truncation Coding 
 
Proposed Work 
 
In this proposed work lossy image compression has been 
implemented. For the implementation of Lossy image 
compression Block Truncation coding with region based 
segmentation has been applied. In the first stage image of size 
256×256 has been segmented on the basis of region. Then a 
block of size n×n (where n= 4, 8 or 16) has been chosen. We 
obtain the minimum, maximum and mean value of pixel of that 
block. On the basis of threshold based on above parameter we 
evaluate a bit map for the particular block. The process is 
applied on every block of the image. Thus obtained bit pattern 
or logic matrix with parameters is send to the decoder end. On 
the decoder end the image is decompressed on the basis of 
transmitted bit map information. 
 
Step 1:  Input a gray scale or color image of size 256×256 
pixels and the dimension of the square block k by which the 
image is to be divided into non-overlapping blocks 
Step 2: image is segmented into different region using region 
based segmentation method.  
Step 3:   Divide the image into various blocks, each of size 
k×k, value of k can be 4, 8, 16, and so on.  If image is 
overlapping corresponding to the block, there is zero padding. 
Step 4: find minimum value of the pixel, maximum value of 
the pixel and mean value of the pixel. Evaluate the Threshold 
using below formula for each region 
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Step 5: Now the compressed bit map for each region is 
calculated by 
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Step 6: The bit map B, minimum value of the pixel, maximum 
value of the pixel and mean value is sent to the decoder. 
Step 7: Pixels in the image block W are then classified into 
two ranges of values.  The upper range is those Gray levels 
which are greater than T and lower range is those which are 
less than or equal to T.  The mean of higher range (	μ

�
	) and 

the lower range (μ
�
) are calculated using (9) and (10) 

respectively. Then these two values are used for reconstruction 
of the image. 
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Where p is the number of Gray value greater than T and q is 
the number of Gray value less than T. 
 
Step 8: Decode bitmap block B with the reconstruction values 
μ

�
		and the lower range μ

�
 in such a way that the elements 

assigned 0 are replaced with μ
�
 and elements assigned 1 are 

replaced with		μ
�

.  
 
Then the decoded image block Z can be represented as, 
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Simulation result 
 
This paper has been implemented on the basis of above 
discussed algorithm using MATLAB simulator. First of all the 
work has been simulated on 4×4 block size then 8×8 and 
16×16 block size for different input and reference images. 
Region based segmentation provides better quality in terms of 
MSE, PSNR and SSIM, which has been evaluated on the 
simulator. Finally the result has been compared with different 
existing method in the literature. 
 
Simulation of Block truncation coding with modified 
quantization for 4×4 block size 
 

 
 

Figure 1. Lena Input image   (a) gray scale image    (b) logical 
matrix image (c) compressed image 
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Figure 2. Baboon Image (a) Gray scale image (b) logical matrix 
image (c) compressed image 

 

 
 

Figure 3. Flower Image (a) Gray scale image (b) logical matrix 
image (c) compressed image 

 

 
 

Figure 4. Fort Input image (a) gray scale image (b) logical matrix 
image (c) compressed image 

 

 
 

Figure 5. Fall Input image (a) gray scale image (b) logical matrix 
image (c) compressed image 

 
Result analysis for 4*4 Block Size 
 

 
 

Figure 6. Graph  depicting ENTROPY for different image of 4 ×4 
block size 

 
 

 
 

Figure 7. Graph depicting MSE for different image of  
4 ×4 block size 

 

 
 

Figure 8. Graph depicting PSNR for different image of  
4 ×4 block size 

 

 
 

Figure 9. Graph depicting SSIM for different image of  
4 ×4 block size 

 
Simulation of Block truncation coding with modified 
quantization for 8×8 block size 
 

 
 

Figure 10. Lena Input image (a) gray scale image (b) logical 
matrix image (c) compressed image 
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Figure 11. Baboon Input image (a) gray scale image (b) logical 
matrix image (c) compressed image 

 

 
 

Figure 12. Flower Input image (a) gray scale image (b) logical 
matrix image (c) compressed image 

 

 
 

Figure 13. Fort Input image (a) gray scale image (b) logical 
matrix image (c) compressed image 

 

 
 

Figure 14. Fall Input image (a) gray scale image (b) logical matrix 
image (c) compressed image 

 
Result analysis for 8×8 Block Size 
 

 
 

Figure 15. Graph depicting ENTROPY for different image of 8 ×8 
block size 

 
 

 
 

Figure 16. Graph depicting MSE for different image of 8 ×8 block 
size 

 

 
 

Figure 17. Graph depicting PSNR for different image of 8 ×8 
block size 

 

 
 

Figure 18. Graph depicting SSIM for different image of 8 ×8 
block size 

 
Simulation of Block truncation coding with modified 
quantization for 16×16 block size 

 

 
 

Figure 19. Lena Input image (a) gray scale image (b) logical 
matrix image (c) compressed image 
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Figure 20. Baboon Input image (a) gray scale image (b) logical 
matrix image (c) compressed image 

 

 
 

Figure 21. Flower Input image (a) gray scale image (b) logical 
matrix image (c) compressed image 

 

 
 

Figure 22. Fort Input image (a) gray scale image (b) logical 
matrix image (c) compressed image 

 

 
 

Figure 23. Fall Input image (a) gray scale image (b) logical matrix 
image (c) compressed image 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Result analysis for 16×16 Block Size 
 

 
 

Figure 24. Graph depicting SSIM for different image of 16 ×16 
block size 

 

 
 

Figure 25. Graph depicting MSE for different image of 16 ×16 
block size 
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Table 1. Performance in terms of MSE, PSNR, ENTROPY and SSIM for different image 
 

Image Entropy of Original Image Entropy of Compressed Image MSE PSNR SSIM 

Lena Image 7.4543 7.3982 16.0643 81.8468 0.9965 
Baboon Image 7.2193 7.1572 32.2887 72.9427 0.9952 
Flower Image 7.2978 7.2722 6.5197 90.4435 0.9989 
Fort Image 7.5246 7.4951 19.1468 80.7472 0.9967 
Fall Image   7.3815 7.3488 20.4254 79.5282 0.9973 

 
Table 2. Performance in terms of MSE, PSNR, ENTROPY and SSIM for different image 

 

Image Entropy of Original Image Entropy of  Compressed Image MSE PSNR SSIM 

Lena Image 7.4543 7.2804 26.5617 76.8181 0.9933 
Baboon Image 7.2193 7.0802 44.0471 69.8373 0.9925 
Flower Image 7.2978 7.2074 11.8553 84.4639 0.9974 
Fort Image 7.5246 7.4155 29.3857 76.4635 0.9937 
Fall Image 7.3815 7.2667 32.5785 74.8594 0.9948 

 
Table 3. Performance in terms of MSE, PSNR, ENTROPY and SSIM for different image 

 

Image Entropy of Original Image Entropy of Compressed Image MSE PSNR SSIM 

Lena Image 7.4543 7.0336 38.4451 73.1205 0.9897 
Baboon Image 7.2193 6.8710 53.3275 67.9254 0.9901 
Flower Image 7.2978 6.9816 19.4488 79.5139 0.9959 
Fort Image 7.5246 7.1854  6.5177 74.2906 0.9912 
Fall Image 7.3815 7.2667 32.5785 74.8594 0.9948 

 



 
 

Figure 26. Graph depicting PSNR for different image of 16 ×16 
block size 

 

 
 

Figure 27. Graph depicting SSIM for different image of 16 ×16 
block size 

 
Conclusion 
 
In this paper lossy image compression using Block Truncation 
Coding with modified quantization has been performed using 
MATLAB simulator. Different block size taken for the 
implementation like 4×4, 8×8 and 16×16 and the image size is 
256 ×256. The performance analysis has been carried out using 
MSE, PSNR and SSIM for different real and reference images. 
Result shows better improvement over the existing 
methodology.  
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