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INTRODUCTION 
 

A mental illness, also known as a mental disorder, refers to a 
health condition that alters an individual's thinking, feelings, or 
behavior, causing them distress and making it challenging to 
lead a regular life (Fadhluddin Sahlan1, Faris Hamidi 2
Muhammad Zulhafizal Misrat3, Muhammad Haziq Adli4, 
Sharyar Wani5 , Yonis Gulzar, n.d.). University students face a    
heightened risk of experiencing elevated stress levels due to 
the rigorous academic demands coupled with limited time for 
social and personal activities (Mello 2016)
exacerbate the usual stressors of life and have an adverse 
impact on their overall well-being(Mohd and Yahya 2018)
The technique of machine learning employs sophisticated 
statistical and probabilistic techniques to create systems that 
enhance their performance through experience. It is widely 
regarded as a valuable tool in the prediction of mental health, 
enabling researchers to extract essential insights from data, 
customize experiences, and build intelligent automated 
systems (Chung and Teo 2022). The purpose of t
explore the status about student well-being and employ 
numerous machine learning algorithms forecast mental fitness 
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ABSTRACT  

The purpose of this study is to develop a reliable forecast model for student mental health. This 
model would offer important insights to educators and mental health professionals, helping them 
identify and support students who may be struggling with their mental health. By doing so, we hope 
to promote better mental health outcomes for students. Materials and Methods: 
the predictive capability of XGBoost Classifier andLogistic Regression models for student mental 
health, using the "Student Mental Health" dataset obtained from Kaggle. The dataset comprises 10 
pertinent columns of information. Prior to analysis, the dataset underwent several preprocessing steps 
including feature scaling, one-hot encoding, and outlier management, and was su
training and testing sets. The models' predictive performance was assessed through accuracy metrics 
and statistical analysis was conducted utilizing SPSS software. The sample sizes for both groups were 
calculated using clincalc.com. Results: This findings of this study indicates that machine learning 
algorithms are capable of accurately predicting a Mental Health of a Student.  The significance value 
for this study is p=0.001, where is p<0.05. Hence, there is a statistically substantia
between the two groups. Conclusions: In conclusion, findings from this investigation indicate that the 
Logistic Regression model has exhibited promise and efficacy in precisely predicting student mental 
health. Therefore, it could be advantageous to delve deeper into this approach in future studies.
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wellbeing of university students using relevant data 
2012). The subject of our research, which involves predicting 
Novel Student Mental Health through machine learning, has 
been extensively studied, with approximately 36 relevant 
studies on IEEE Xplore and around 8658 results on Science
Direct over the past five years. We came across a multitude of 
studies during our research that were relevant to our inquiry 
and proved to be advantageous. Among them the most cited 
was(Chung and Teo 2022; Hasanbasic 
higher accuracy of 91% using SVM and this study used a 
relatively small dataset and equipment to measure stress and 
anxiety levels in students before exams and presentations. The 
outcomes disclosed, every student came across high levels 
stress and anxiety. Pre-test and test conditions can damage 
students' physical and mental health was illustrated in the 
analysis. To build an automated stress detection system 
wearable sensors can be used. Another notable study which 
was most useful is (Mohd Shafiee 
algorithms and accuracies of multiple studies related to this 
study and compared them. 
problem that affects many people in their daily
previous studies in prediction of Mental Health of a Student, 
accuracy of XG Boost is not optimal. 
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So, this study's objective is to identify Mental Health of a 
Student through the comparison of XGBoost and Logistic 
Regression in order to increase the precision. 
 

MATERIALS AND METHODS 
 
The current study consists of two groups, with group 1 using 
the XGBoost Classifier algorithm and group 2 using the 
Logistic Regression algorithm to predict Novel Student Mental 
Health. The study compared efficiency of two algorithms- 
Logistic Regression and XGBoost Classifier, which predicts 
Novel Student Mental Health using a dataset obtained from 
Kaggle.  The data set was obtained from a survey conducted 
among students in a university, and it included attributes such 
as their gender, age, course, year of study, CGPA, marital 
status, depression status, anxiety status, panic attack status, and 
whether they sought any specialist for treatment. These 
attributes were considered as independent variables for 
predicting the target variable, which was the overall mental 
health status of the students.  
 
The dataset was obtained from the Kaggle Dataset Novel 
Student Mental Health dataset in and the sample size of 118 
patient records was the same for both groups and the sample 
size for both algorithms was determined using pre-test power 
analysis with an 80% power and an alpha value of 0.05. The 
study aimed to find the algorithm that provides better accuracy 
in predicting Novel Student Mental Health. Group 1: The first 
group consisted of a sample of 10 records, which were 
preprocessed to remove any null or missing values and outliers 
that could have skewed the analysis. The data was then divided 
into two sets, with 70% of the sample used for model training, 
and the remaining 30% used to test the model's performance. 
By following this procedure, a fair evaluation of the model's 
accuracy and reliability could be obtained. Group 2: In the 
second group, a similar approach was adopted. A sample of 10 
records was taken, and the data was preprocessed to eliminate 
any null or missing values and outliers. The parameters mean 
and standard deviation from the previous established paper 
were to be the input for sample size calculation (Saito, Suzuki, 
and Kishi 2022). 
 
 The sample was then split as two sets, where 70% used for 
model training and 30% reserved for model testing. This 
method ensured that the model was trained with representative 
data subset and its performance was accurately evaluated 
without bias. Overall, the same procedures were followed for 
both groups to ensure consistency and fairness in the analysis. 
In this study, Google Colab was utilized as a cloud-based 
platform with ample resources such as 12GB of RAM and 107 
GB of disk space. This eliminated the need for additional 
hardware resources. Data preprocessing was conducted at the 
start of the study to remove null or missing values and outliers 
from the dataset. The dataset was then split as two parts, where 
70% used for model training and 30% reserved for 
performance testing. XGBoost Classifier algorithm was used 
for Group 1, while the Logistic Regression algorithm was used 
for Group 2. The models' accuracy of prediction, F1 Score, 
Precision, and Recall Score were evaluated using the test data. 
This same testing procedure was conducted for both groups, 
ensuring a fair performance evaluation of the two algorithms 
in forecasting heart disease in the patient dataset. The proposed 
work architecture is shown in Fig. 1. 
 

 Statistical Analysis: The proposed Logistic Regression 
algorithm and existing XGBoost Classifier were utilized to 
analyze the accuracy of Novel Student Mental Health 
prediction. To compare accuracy, mean, standard deviation, 
standard error of the two algorithms t-tests were computed 
using SPSS software version 29. An independent-sample-t-test 
was conducted to define the existence of significance among 
two algorithms with a 95% confidence interval. 
  

RESULTS  
 
Table 1 Independent samples comparing XGBoost 
Classifier for student mental health prediction with 
Logistic Regression. In XG Boost for predicting student 
mental health, the mean accuracy is 66.67%, whereas in 
Logistic Regression it is 79.52%. XG Boost for predicting 
student mental health has a standard deviation of 6.35083 
and Logistic Regression has standard deviation of 2.00831 
 

       Group N Mean Std. 
Deviation 

Std. 
Error 
Mean 

Accuracy XGBoost 
Classifier 

10 66.6670 6.35083 2.00831 

  Logistic 
Regression 

10 79.5230 7.11522 2.25003 

 

 
 

Fig. 1.  Flow chart depicting the methodology adopted in the 
study 

 

 
 

Fig. 2. Bar plot showing the mean accuracy plotted for the two 
groups considered, XGBoost Classifier andLogistic Regression. 
The mean accuracy is better for the logistic Regression 
classification than the XGBoost Classifier Model. X-axis: 
XGBoost Classifier vsLogistic Regression (two groups) and Y-
axis: Mean accuracy of classification with error bars of ± 2 SD, 
Error Bars: 95% CI 
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DISCUSSION 
 
The results showed that the proposed model of Logistic 
Regression outperformed the existing XGBoost Classifier 
model in predicting student mental health. The Logistic 
Regression classification model reached an accuracy of 
79.52%, where the XGBoost Classifier model achieved 
66.667%.  It has been observed that the proposed model of 
Logistic Regression outperformed the existing model of XG 
Boost in predicting student mental health. (Mohd Shafiee et al. 
2020; Sofianita Mutalib1, Nor Safika Mohd Shafiee2, Shuzlina 
Abdul-Rahman, n.d.) have reported that Logistic Regression 
has achieved a remarkable accuracy of 87.41% , whereas 
(Bunting et al. 2023), (Jang and Kim 2023), (Foster et al. 
2023), (Wong et al. 2023) also reported that Logistic 
Regression has performed well , while comparing with other 
algorithms which are similar to our study.(Du 2022) have 
reported that XG Boost resulted in an accuracy score of 52% 
which is significantly lower but has performed better than 
several algorithms such as KNN, SVM and Random 
Forest.(Vaishnavi et al. 2022) have reported that Logistic 
Regression with an accuracy of 79% did not perform as well as 
other algorithms such as KNN and Random Forest with only 
around 1% accuracy difference which is against our findings. 
 
Despite its limitations, this study's findings hold considerable 
promise in forecasting student mental health. The outcomes 
underscore the significance of selecting the most fitting 
algorithm for predicting student mental health, taking into 
account the dataset's characteristics and the research question 
under investigation. In general, this study emphasizes the 
crucial role of meticulous algorithm selection in data analysis 
to guarantee precise predictions. Our research focuses on 
forecasting student mental health, a crucial field of study in 
medicine. Various factors, including environmental influences, 
dataset quality, preprocessing methods, and algorithm choice, 
may account for the inconsistencies in these findings. The 
accuracy of the predictions is heavily influenced by the 
dataset's quality and representativeness. Moreover, the 
selection of preprocessing techniques, such as handling null or 
missing values and outliers, can have a considerable impact on 
the results. Ultimately, choosing the appropriate algorithm 
must be thoughtfully considered based on the dataset's 
characteristics and the research question being addressed.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Future studies can therefore concentrate on improving these 
elements to raise the precision of predicting a student's mental 
health of a student. 
 

CONCLUSION 
 
In Conclusion, the study suggests that theLogistic Regression 
model outperformed XG Boost Classifiers in forecasting 
student mental health. This outcome underscores the potential 
effectiveness ofLogistic Regression as a valuable method for 
predicting student mental health and may warrant additional 
investigation in future research. 
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