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INTRODUCTION 
 
One of the objectives of 5G systems is to increase data rates and 
improve user throughput. A peak data rate of more than 20 Gbps is 
expected. The wide bandwidth, Carrier aggregation
input multiple-output (MIMO) spatial multiplexing 
implemented in 5G mobile systems as they are implemented in 4G 
mobile systems. A higher-order modulation scheme
data rate within a given bandwidth. As defined by the 3GPP Release 8, 
the 4G systems apply modulation schemes like QPSK, 16
64-QAM for symbol modulation in the OFDM multiplexing.
Release 12 introduced the implementation of 2
recently, 3GPP Release 15 introduced 1024-QAM support. However, 
as these modulation schemes are susceptible to nonlinear distortion, 
noise, interference, and multipath fading, the applications for the 256
QAM and 1024-QAM schemes are currently limited 
Long Term Evolution (LTE) and LTE-Advanced systems, 
systems are being developed. The main requirements for 5G 
systems are an increased data rate, an increase in system capacity, a 
lower latency, and higher connectivity density, like in the Internet of 
Things (IoT) (3). 5G mobile systems aim to increase system capacity 
and data rates.The system capacity and data rates can be grown in 5G 
mobile systems using spatial multiplexing by using the MIMO 
antenna. The data rates can be increased in such systems using higher
order modulation schemes within the given bandwidth.
limited applications and conditions in implementing the 1024
mobile procedures described in 3GPP Release 15 
application, the cable television system, was built initially for 
terrestrial analog broadcasting services where the transmission line 
was based on coaxial-type cable. 64-QAM and 256
formats are presently viable for digital cable television, which can 
transmit at a data rate of 30 to 40 Mbps over a transmission bandwidth 
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ABSTRACT 

Higher-order quadrature amplitude modulation (QAM) schemes such as1024
increase data rates within a limited bandwidth in 5G mobile systems. Higher
improves bandwidth efficiency. In this paper, a complete 1024
implemented using model-based development in Matlab/Simulink using Matched Filter 
Demodulation/Detection. This paper also uses forward error correction (FEC) as (15,8) Reed
Coding-Decoding. The complete transceiver is implemented onto a Kintex
reconfigurability and speed of the FPGAs is the driving force for this approach. Model
development saves much time as far as the design is concerned. The results are in the form of a 
comparison between input and output bit streams.  
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of 6 MHz. Broadcasting systems are upgraded and digitized in the 21
century. The Hybrid Optical Fiber and Coaxial (HFC) is called the 
physical layer of the cable television system. A 1024
modulation scheme achieves higher spectrum efficiency, which carries 
10 bits per symbol (2). The Open Cable standard adopted the 64
and 256-QAM modulation schemes for the CATV broadcasting 
services and data transmission. Many cable operators have upgraded 
responding to increased consumer networks several years ago and 
increased the frequency range for the downstream transmission o
to 1 GHz. As a result, most cable operators currently offer high
quality video-type services, offering an enhanced analog TV package 
and about a hundred digital TV channels. As the analog channel 
undergoes digitization, new channels are introduced, an
operators offer realistic broadcasting and bandwidth
services such as UHDTV. A significant capacity problem in the 
coaxial parts of the hybrid fiber coax network has been observed by 
the introduction of 4K-UHD (3840x2160), 8K
band-intensive realistic broadcasting TV services 
1024-QAM modulation schemes for UHDTV have been proposed in 
previous research where the two points have not been addressed are 
the burst noise handling issue and the practical i
(5). For the burst noise, Reed-Solomon coding
solution. For practical implementation issues, FPGA is a perfect 
solution. As the number of devices connected to the internet is 
increasing and the amount of data handle
throughput rate is demanded for wireless local area networks 
(WLAN). MIMO and 1024-QAM systems are the candidates for 
higher throughput rates in the transceivers with higher
modulation schemes. RX EVM has a more significa
transmission performance than the TX EVM in delivering the 1024
QAM OFDM signal and using MIMO transceivers 
generation (3G) enhanced and a 4th
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modulation scheme achieves higher spectrum efficiency, which carries 
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responding to increased consumer networks several years ago and 
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to 1 GHz. As a result, most cable operators currently offer high-

type services, offering an enhanced analog TV package 
and about a hundred digital TV channels. As the analog channel 
undergoes digitization, new channels are introduced, and cable 
operators offer realistic broadcasting and bandwidth-demanding 
services such as UHDTV. A significant capacity problem in the 
coaxial parts of the hybrid fiber coax network has been observed by 
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QAM modulation schemes for UHDTV have been proposed in 

previous research where the two points have not been addressed are 
the burst noise handling issue and the practical implementation issue 

Solomon coding-decoding is an ideal 
solution. For practical implementation issues, FPGA is a perfect 
solution. As the number of devices connected to the internet is 
increasing and the amount of data handled is becoming huge, a high 
throughput rate is demanded for wireless local area networks 

QAM systems are the candidates for 
higher throughput rates in the transceivers with higher-density 

RX EVM has a more significant impact on 
transmission performance than the TX EVM in delivering the 1024-
QAM OFDM signal and using MIMO transceivers (6, 9). A 3rd-
generation (3G) enhanced and a 4th-generation (4G) technology has 
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been diffused worldwide for Long Term Evolution (LTE). 
Furthermore, well-conducted studies are done on LTE-Advanced and 
beyond. Among these efforts, it is crucial to improve average user 
throughput and cell edge user throughput performance and further 
increase system capacity. The amount of data traffic on mobile 
communication systems has increased rapidly, and the data rates 
requested by end-users have also increased. It ischallenging to produce 
a precise transmitter/modulator, and receiver/demodulator error vector 
magnitude (EVM) must be evaluated when 256-QAM and 1024-QAM 
are implemented. However, the Bit Error Rate (BER) is not clarified 
by link-level computer simulations ofthe EVM effect on transmission 
performance (7). Very little work has been published regarding the 
transmitters for the 1024-QAM single carrier signals. Most higher-
order constellation works use Doherty amplifier structures and out-
phasing, which also require feedback linearization using digital pre-
distortion (DPD). Switched-capacitor techniques using CMOS are also 
investigated for 256-QAM, and feedback linearization is needed (8). 
This paper gives a practical implementation of a 1024-QAM 
transceiver with FEC in the form of (15,8) Reed-Solomon coding-
decoding. This coding-decoding can detect up to 3 symbols or 12 bits 
of burst error and correct them. This paper is organized as follows: 
The II section gives the system architecture. Section III provides an 
overview of the 1024-QAM multiplexing and Modulation. Section IV 
illustrates 1024-QAM De-Multiplexing, Demodulation, and Detection. 
Section V describes the (15, 8) Reed-Solomon coding. Section VI 
describes the (15,8) Reed-Solomon decoding. Section VII gives an 
overview of the hardware implementation and Real-time results. 
Section VIII concludes. 
 
System Architecture: The 1024-QAM transceiver is divided into two 
sections, which are the transmitter and the receiver section. These 
sections are connected in the form of an FPGA-in-the-loop 
configuration. This system only describes the baseband section of the 
transceiver. This is well justified as almost all the computations are 
performed in the baseband section of the Software Defined Radio. The 
radio's IF and RF sections can be easily connected to the transceiver 
baseband section and are not considered in this paper. The transceiver 
is run onto the FPGA as Software-Hardware co-simulation using a 
System Generator where some of the transceiver runs on the host CPU 
and the rest runs on the FPGA. The top-level system architecture is 
given in Figure 1. The 1024-QAM transceiver is implemented into the 
subsystem, shown in Figure 2. 
 

 
 

Fig. 1. QAM-1024 Top Level Model 
 

 
 

Fig. 2. The 1024-QAM Transceiver  Model. 

Figure 1 illustrates that the PN Sequence Generator generates the 
random bit stream. This random bit stream is injected into the 1024-
QAM Model as the transmitted bit stream. At the entry into the 1024-
QAM Model, the serial bit stream undergoes the serial-to-parallel 
conversion with an output symbol stream 32-bit wide (8 symbols of 4-
bit each). This serves as the message to the (15,8) Reed-Solomon 
coder. The coder adds additional symbols and makes it 15 symbols 
widemakes it an output of 60 bits. These 60 bits are then passed 
through a parallel-to-serial converter to give a result of 10-bit streams. 
These 10 bits are the actual bits of the 1024-QAM Modulation. This 
10-bit stream is truncated into two 5-bit streams using slice blocks. 
This is depicted in Figure 3.Upto the In-phase and Quad-phase 
Modulator constitute the transmitter. Everything after that comprises 
the receiver. Figure4 illustrates the In-phase and Quad-phase 
Demodulator-Detector. Figure 5 shows the algorithm for Matched 
Filter Detection of the incoming 1024-QAM Modulated waveform. 
After the Demodulator is the Detector section. After this, there is a 
serial-to-parallel bit stream with the production of 60-bit streams. This 
60-bit stream is injected into the Reed-Solomon Decoder block. The 
decoder performs the decoding, corrects up to three symbols of error 
(12 bits maximum), removes the parity bits, and gives an output of 8 
symbols (32 bits wide). These 32 bits are the message bits that are 
then input to the parallel-to-serial converter, showing a result of 
single-bit streams. This bit stream constitutes the output of the 1024-
QAM Model subsystem, which is given to the Vector Scope for 
viewing the output bit stream. This output bit stream is compared with 
the input bit stream to discover possible errors. Since no noise is 
added, these bit streams should match completely. The RS-Coder-
Decoder is realized onto a VHDL file and imported into the Simulink 
Model using the Black-Box functionality of the Matlab-Simulink. This 
functionality converts the VHDL file into the Matlab Function into the 
Simulink Model for smooth functioning. Before this is done, the 
VHDL file should be Synthesized and Implemented using Xilinx 
Vivado Tool. 

 
 

Fig. 3. The In-phase and Quadrature phase 1024-QAM 
Multiplexer / Modulator 

 

 
 

Fig. 4. The In-phase and Quadrature phase Demodulator / 
Detector 

 
1024 QAM Multiplexer / Modulator: There are two inputs to this 
subsystem, as shown in Figure 3. One is the Cosine / Sine wave, and 
the other is the input bit stream of 5-bit each. The is passed through 
the Multiplexer, which gives an output depicted in Table 1. 
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Fig. 5. The Matched Filter Algorithm for the Demodulator 
 

Table 1. In-phase/ Quad-phase 1024-QAM Multiplexing 
 

Input bits (Gray Coded) Output Amplitude 
01000 -155 
01001 -145 
01011 -135 
01010 -125 
01110 -115 
01111 -105 
01101 -95 
01100 -85 
00100 -75 
00101 -65 
00111 -55 
00110 -45 
00010 -35 
00011 -25 
00001 -15 
00000 -5 
10000 +5 
10001 +15 
10011 +25 
10010 +35 
10110 +45 
10111 +55 
10101 +65 
10100 +75 
11100 +85 
11101 +95 
11111 +105 
11110 +115 
11010 +125 
11011 +135 
11001 +145 
11000 +155 

 
The Gray coded bits ensure that the BER is not that severe. After the 
Multiplexer, a multiplier multiplies the amplitude generated in the 
Multiplexer, as shown in Table 1. The Cosine / Sine wave generated is 
with unit amplitude. This is called the Modulation, and the result is 
that the phase and amplitude of the Cosine / Sine wave are modified 
according to Table 1. The output is the Modulated Cosine / Sine wave 
carrier. This is then directly fed to the receiver, where it first 
encounters the Demodulator and, subsequently, the Detector, which is 
described in the next section. 
 

Demodulation and Detection: The input signal to the receiver is first 
demodulated, which is performed by multiplying the input waveform 
by the carrier generated in the receiver. This carrier here may not be 
phase-locked but of the same amplitude as the one developed in the 
transmitter. This is then passed through the digital Matched Filter, 
where the filter is sampled at the interval of 64 samples (one cycle of 
the sine/cosine waves consists of 64 samples). This sampled 
component has all the information about the symbol transmitted. 
After the sample is acquired, it is passed through the Detector, where 
the input amplitude is converted back to the bits. The in-phase and 
quad-phase Demodulator gives out five bits each to be concatenated 
to make it a 10-bit wide symbol. The Detector is depicted in Table 2. 
The Matched Filter algorithm is depicted in Figure 5.  

 
Table 2. The Detector (DeMultiplexer) – In-Phase & Quad-Phase 

 
Input Amplitude to Detector (A) Output bits Generated 
A <= -150 01000 
-150< A <= -140 01001 
-140< A <= -130 01011 
-130< A <= -120 01010 
-120< A <= -110 01110 
-110< A <= -100 01111 
-100< A <= -90 01101 
-90< A <= -80 01100 
-80< A <= -70 00100 
-70< A <= -60 00101 
-60< A <= -50 00111 
-50< A <= -40 00110 
-40< A <= -30 00010 
-30< A <= -20 00011 
-20< A <= -10 00001 
-10< A <= 0 00000 
0 < A <= +10 10000 
+10< A <= +20 10001 
+20< A <= +30 10011 
+30< A <= +40 10010 
+40< A <= +50 10110 
+50 < A <= +60 10111 
+60< A <= +70 10101 
+70< A <= +80 10100 
+80< A <= +90 11100 
+90< A <= +100 11101 
+100< A <= +110 11111 
+110< A <= +120 11110 
+120< A <= +130 11010 
+130< A <= +140 11011 
+140< A <= +150 11001 
+150< A 11000 

           
(15, 8) Reed-Solomon Coding 
 
Reed-Solomon codes are non-binary cyclic codes with symbols of m-
bit sequences, where m is a positive integer with a value greater than 2 
(10). R-S (n,k) codes on m-bit symbols exist for all n and k, for which, 

 
0 < 𝑘 < 𝑛 < 2 + 2                                                                         (1) 
 
Where k is the number of data symbols encoded, and n is the number 
of code symbols in the encoded block (10). For the most conventional 
R-S (n, k) code (10), 
 
(𝑛, 𝑘) = (2 − 1, 2 − 1 − 2𝑡)                                                        (2) 
 
Where t is the symbol-error correcting capability of the code, and n-k 
= 2t is the number of parity symbols. 
 
In this work, n = 15, k = 8, and t = 3. Hence, we can say that this R-S 
code can correct three symbols of errors. Each symbol is 4bits in 
length. If the data is in chunks of 32bits, we can say that each byte or 
8-bit fed to the R-S coder istwo symbols wide. The algorithm for 
generating the additional seven symbols of parity is described in the 
following paragraphs. To understand the encoding and decoding 
process of the R-S codes, it is necessary to venture into the area of 
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finite fields known as Galois Fields (GF). For any prime number, p, a 
limited field denoted GF (p) contains p elements. Here, p = 2m, 
represented by a power of α. An infinite set of components, F, is 
formed by starting with details {0, 1, α} and generating the additional 
elements by progressively multiplying the last entry by α, which yields 
the following: 
 

𝐹 = {0,1, 𝛼, 𝛼ଶ, … 𝛼 … . }                                                                   (3) 
 

Here, a finite set of elements of GF (2m) is formed from F. In this 
application, m=4; hence, there should be 16 elements in F. A class of 
polynomials called primitive polynomials is interesting because such 
functions define the finite fields GF (2m) needed to determine R-S 
codes. Here, in this case, the bits per symbol are four; hence the 
primitive polynomial is: 
 

1 + 𝑥 + 𝑥ସ = 0                                                                                (4) 
 
Putting x = α and rearranging, we get, 
 

−1 − 𝛼 = 𝛼ସ                                                                                    (5) 
 

Since in binary filed -1 = +1 we can write, 
 

1 + 𝛼 = 𝛼ସ                                                                                       (6) 
 

From Equation (6), we can derive all the elements of GF (2m), which 
are: 
 

 
The symbols are depicted in Table 3. 
 
The multiplication table is given in Tables 4 and 5 for m=4 and 
primitive polynomial 1+x+x4 (all values are powers of α) 
 

The addition table is shown in Tables 6 and 7: 
 

Table 3. Symbols Table 
 

Field Elements Basic elements 
Powers of α X3 X2 X1 X0 

0 0 0 0 0 
𝛼  0 0 0 1 
𝛼ଵ 0 0 1 0 
𝛼ଶ 0 1 0 0 
𝛼ଷ 1 0 0 0 
𝛼ସ 0 0 1 1 
𝛼ହ 0 1 1 0 
𝛼 1 1 0 0 
𝛼 1 0 1 1 
𝛼଼ 0 1 0 1 
𝛼ଽ 1 0 1 0 
𝛼ଵ 0 1 1 1 
𝛼ଵଵ 1 1 1 0 
𝛼ଵଶ 1 1 1 1 
𝛼ଵଷ 1 1 0 1 
𝛼ଵସ 1 0 0 1 
𝛼ଵହ 0 0 0 1 

          From 𝛼ଵହonward, the symbols repeat. 
 

Table 4. Multiplication Table 
 

 0 1 2 3 4 5 6 
0 0 1 2 3 4 5 6 
1 1 2 3 4 5 6 7 
2 2 3 4 5 6 7 8 
3 3 4 5 6 7 8 9 
4 4 5 6 7 8 9 10 
5 5 6 7 8 9 10 11 
6 6 7 8 9 10 11 12 
7 7 8 9 10 11 12 13 
8 8 9 10 11 12 13 14 
9 9 10 11 12 13 14 0 
10 10 11 12 13 14 0 1 
11 11 12 13 14 0 1 2 
12 12 13 14 0 1 2 3 
13 13 14 0 1 2 3 4 

14 14 0 1 2 3 4 5 
Table 5. Multiplication Table 

 
 7 8 9 10 11 12 13 14 
0 7 8 9 10 11 12 13 14 
1 8 9 10 11 12 13 14 0 
2 9 10 11 12 13 14 0 1 
3 10 11 12 13 14 0 1 2 
4 11 12 13 14 0 1 2 3 
5 12 13 14 0 1 2 3 4 
6 13 14 0 1 2 3 4 5 
7 14 0 1 2 3 4 5 6 
8 0 1 2 3 4 5 6 7 
9 1 2 3 4 5 6 7 8 
10 2 3 4 5 6 7 8 9 
11 3 4 5 6 7 8 9 10 
12 4 5 6 7 8 9 10 11 
13 5 6 7 8 9 10 11 12 
14 6 7 8 9 10 11 12 13 

 
Table 6. Addition Table 

 
 0 1 2 3 4 5 6 
0 zero 4 8 14 1 10 13 
1 4 Zero 5 9 0 2 11 
2 8 5 Zero 6 10 1 3 
3 14 9 6 Zero 7 11 2 
4 1 0 10 7 Zero 8 12 
5 10 2 1 11 8 Zero 9 
6 13 11 3 2 12 9 Zero 
7 9 14 12 4 3 13 10 
8 2 10 0 13 5 4 14 
9 7 3 11 1 14 6 5 
10 5 8 4 12 2 0 7 
11 12 6 9 5 13 3 1 
12 11 13 7 10 6 14 4 
13 6 12 14 8 11 7 0 
14 3 7 13 0 9 12 8 

 
Table 7. Addition Table 

 
 7 8 9 10 11 12 13 14 
0 9 2 7 5 12 11 6 3 
1 14 10 3 8 6 13 12 7 
2 12 0 11 4 9 7 14 13 
3 4 13 1 12 5 10 8 0 
4 3 5 14 2 13 6 11 9 
5 13 4 6 0 3 14 7 12 
6 10 14 5 7 1 4 0 8 
7 Zero 11 0 6 8 2 5 1 
8 11 Zero 12 1 7 9 3 6 
9 0 12 Zero 13 2 8 10 4 
10 6 1 13 Zero 14 3 9 11 
11 8 7 2 14 Zero 0 4 10 
12 2 9 8 3 0 Zero 1 5 
13 5 3 10 9 4 1 Zero 2 
14 1 6 4 11 10 5 2 Zero 
 

It may be emphasized here that all the values in the above tables 
depict powers of α. 
 
The next step is to find the generator polynomial, which is given as: 
 
𝑔(𝑋) =  𝑔 + 𝑔ଵ𝑋 + 𝑔ଶ𝑋ଶ + 𝑔ଷ𝑋ଷ + ⋯ + 𝑔ଶ௧ିଵ𝑋ଶ௧ିଵ + 𝑋ଶ௧         (7) 
 
The degree of the generator polynomial equals the number of parity 
symbols. We describe the generator polynomial in terms of its 2t = n-k 
= 7 roots as follows: 
 
𝑔(𝑋) = (𝑋 − 𝛼)(𝑋 − 𝛼ଶ) … . . (𝑋 − 𝛼)                                           (8) 
 

Equation (8) can be simplified using Table 3 and modulo two 
additions. All the negative signs are converted into positive signs. We 
get, 
 

{0, 𝛼0, 𝛼1, 𝛼2, 𝛼3, 𝛼4, 𝛼5, 𝛼6, 𝛼7, 𝛼8, 𝛼9, 𝛼10, 𝛼11, 𝛼12, 𝛼13, 𝛼14} 
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    (9) 
                             

Next, we find out the parity polynomial, which is given as, 
 
𝑝(𝑋) = 𝑋ି𝑚(𝑋)𝑚𝑜𝑑𝑢𝑙𝑜𝑔(𝑋)                                                     (10) 
 
Where m(X) is the message polynomial and (n-k) = 7. Hence, the 
codeword becomes: 
 
𝑈(𝑋) = 𝑝(𝑋) + 𝑋ି𝑚(𝑋)                                                             (11)  
 
Reed-Solomon Decoding: Error is introduced into the codeword after 
the codeword is transmitted over a frequency-selective fading 
channel, e(X). Hence, the received code polynomial is, 

 
𝑟(𝑋) = 𝑈(𝑋) + 𝑒(𝑋)                                                                       (12) 
 
To remove the errors, a maximum of 3 symbols or 12 bits in 15 
symbols or 60 bits of the codeword syndrome is calculated, which is 
given as, 
 
𝑆 = 𝑟(𝑋)|ିఈ = 𝑟(𝛼)                                                                  (13) 
 
Where i = 1, …, n-k. Hence, seven syndrome values are calculated 
using Equation (13) and Table 3. If all the syndrome values are zero, it 
signifies that there is no error. If some of the syndrome values are non-
zero, there is an error. 
 
The next step is to find the error location. The error locator 
polynomial σ(X) can be described as follows: 
 
𝜎(𝑋) = (1 + 𝛽ଵ𝑋)(1 + 𝛽ଶ𝑋) … (1 + 𝛽ఔ𝑋)                                     (14) 
 
𝜎(𝑋) =  1 + 𝜎ଵ𝑋 + 𝜎ଶ𝑋ଶ + ⋯ + 𝜎ఔ𝑋ఔ                                           (15) 
 
We form the matrix from the syndromes as, 
 



𝑆ଵ 𝑆ଶ 𝑆ଷ

𝑆ଶ 𝑆ଷ 𝑆ସ

𝑆ଷ 𝑆ସ 𝑆ହ

൩ 

𝜎ଵ

𝜎ଶ

𝜎ଷ

൩ = 

𝑆ସ

𝑆ହ

𝑆

൩                                                                (16) 

 
Next, we find the values of σ1, σ2, σ3 by finding the inverse of the 
matrix on the left-hand side. If the determinant of the matrix on the 
left-hand side is zero, there may be fewer symbol errors than 3. Then, 
we form a matrix for two symbol errors, 

 


𝑆ଵ 𝑆ଶ

𝑆ଶ 𝑆ଷ
൨ ቂ

𝜎ଵ

𝜎ଶ
ቃ = 

𝑆ଷ

𝑆ସ
൨                                                                       (17) 

 
Next, we find the inverse of the matrix on the left-hand side. If still, 
the determinant is zero, which signifies one symbol error. Then, we 
are left with S1. If S1 is zero, it suggests more than three symbol 
errors. It is emphasized here that the determinant is checked with the 
matrices in Equations16 and 17 in that order only. Hence, if there are 
more than three symbol errors, they cannot be corrected as there is no 
way of finding and fixing more than three symbol errors in R-S (15, 8) 
codes. Once we find out the value of σ1, σ2, σ3 from Equation (16), we 
can write, 

 
𝜎(𝑋) = 1 + 𝜎ଵ𝑋 + 𝜎ଶ𝑋ଶ + 𝜎ଷ𝑋ଷ                                                   (18)  

 
From Equation (18), we can find out the error locations as, 
 

    (19) 
 

Where i = 0, 1, 2, ………, 14. 
 
From the values obtained in Equation (19), we can say there is an 

error wherever the value of σ(αi) is zero. Now, at this stage, we have 
found out the error locations. The next step is to find out the error 
values, which are calculated as, 

 
𝑆ଵ = 𝑟(𝛼) =  𝑒ଵ𝛽ଵ + 𝑒ଶ𝛽ଶ + 𝑒ଷ𝛽ଷ          (20)  
 

𝑆ଶ = 𝑟(𝛼ଶ) = 𝑒ଵ𝛽ଵ
ଶ + 𝑒ଶ𝛽ଶ

ଶ + 𝑒ଷ𝛽ଷ
ଶ                                                 (21) 

 
𝑆ଷ = 𝑟(𝛼ଷ) = 𝑒ଵ𝛽ଵ

ଷ + 𝑒ଶ𝛽ଶ
ଷ + 𝑒ଷ𝛽ଷ

ଷ                                                 (22) 
 
It can be written in matrix form as, 

 



𝛽ଵ 𝛽ଶ 𝛽ଷ

𝛽ଵ
ଶ 𝛽ଶ

ଶ 𝛽ଷ
ଶ

𝛽ଵ
ଷ 𝛽ଶ

ଷ 𝛽ଷ
ଷ

 

𝑒ଵ

𝑒ଶ

𝑒ଷ

൩ = 

𝑆ଵ

𝑆ଶ

𝑆ଷ

൩                                                              (23)  

 
To find the value of e1, e2, and e3, we first see the inverse of the matrix 
on the left-hand side. Once we get these values, we go in for the 
symbol error correction. It may be emphasized here that R-S codes do 
whole symbol correction whether there is a single-bit or multiple-bit 
error in the symbol. The values of these error codes are modulo 
two,added with the symbols at the corresponding locations, which 
remove the errors. 

 
�̂�(𝑋) =  𝑒ଵ𝑋భ + 𝑒ଶ𝑋మ + 𝑒ଷ𝑋య                                                       (24) 
 
Where j1, j2, and j3 are the error locations. 
 
𝑈(𝑋) = 𝑟(𝑋) + �̂�(𝑋)                                                                        (25) 

 
The whole process is performed for 2-symbol or 1-symbol errors 
similarly. The difference is that instead of 3 symbol errors, the 
location of 2 or 1 symbol error is obtained. 

 
Hardware Implementation and Real-Time Results: The hardware 
implementation of the 1024-QAM Transceiver is performed onto the 
Kintex-7 FPGA in the Hardware-Software Co-Simulation using 
System Generator. The System Generator parameters are illustrated in 
Figures 6 and 7. Figure 7 shows that the FPGA clock period is one 
nanosecond, and the Simulink System Period is 1 / fs_fpga where 
fs_fpga = 1MHz. The DDS compiler settings are illustrated in Figure 
8. This Figure shows that the waveform generated is Cosine and Sine 
Simultaneous. The System Clock = 1 MHz, which is reciprocal of the 
Simulink System Period. The Real-Time results for the 1024-QAM 
transceiver are illustrated in Figures 9 and 10. The Figure shows that 
the top bit stream is the transmitted bitstream, and the bottom 
bitstream is the received bitstream. Here, it is observed that the 
transmitted and the received bitstream match except for a minor 
latency, which is obvious. The Hardware-Software Co-simulation 
Model of the Transceiver is depicted in Figure 11. 

 

 
 

Fig. 6. The System Generator Compilation 
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Fig. 7. The System Generator Clocking 
 

 
 

Fig. 8. DDS Compiler Basic settings 
 

 
 

Fig. 9. Real Time Results – View I 
 

 
 

Fig. 10. Real-Time Results – View II 
 

 
 

Fig. 11. Hardware-Software Cosimulation Model 
 

CONCLUSION 
 
The 1024-QAM transceiver is designed and implemented using the 
MATLAB / SIMULINK Model. The Forward Error correction used 
here is (15,8) Reed-Solomon Coding-Decoding, which works 
perfectly well. The Demodulator used in the receiver portion is the 
Matched Filter Demodulation and the Detection. The Modulator and 
Demodulator are working fine. The real-time results show that the 
transmitted bitstream and the received bitstream perfectly match each 
other except for a minor latency. 
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