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Renewable energy sources derive enormous energy from the sun’s 
prediction is essential in Photo Voltaic power plants for efficient sizing and improving the 
performance of these systems.  Some computational Intelligence methods are used in time series 
prediction of solar radiation base
Radial Basis function (RBF) and Multilayer perception (MLP) were used and these are all forward 
prediction methods which may result in inaccuracy of prediction. Here, Recurrent Neural Networ
(RNN), in which a feedback from the output layer is given as input to one of the hidden layers has 
been used. Input variables used for prediction are Day of the month, daily mean air temperature, 
Relative humidity, Air Pressure and Solar azimuth angle.RN
Optimization (PSO) and Evolutionary algorithm (EA).EA is stochastic search and  optimization 
heuristics derived from evolutionary theory.PSO is an optimization based  technique used for solving 
non-linear and multidi
calculating Root Mean Square Error (RMSE).
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INTRODUCTION 
 

A strong increase in energy demand and reduction of energy 
from fossil fuels leads to the development of solar power 
generation industries. The energy generated from solar panels 
depends on the amount of solar radiation falling on the grid 
infrastructure. Solar radiation plays an important role in 
estimating the potential power levels that can be generated 
from the photovoltaic cells and also necessary for 
determining cooling loads of a buildings 
et al., 2011). A number of multi linear regression equations 
(Aggarwal et al., 2013) have been derived using several 
meteorological variables by Angstrom-Prescott model. This 
includes prediction of solar radiation using clearness index 
(Abdelouhab Zeroual and Iqdour, 2008), daily mean air 
temperature, sun shine hours (Ogolo, 2010). Another important 
method for predicting is time series regression models 
et al., 2012). Three forecasting methods are used in this model 
using meteorological datas like Global Horizontal Irradiance 
(GHI), Direct Normal Irradiance (DNI), Diffuse Horizontal 
Irradiance (DHI). Several computational Intelligence based 
methods have also been used.  
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ABSTRACT 

Renewable energy sources derive enormous energy from the sun’s 
prediction is essential in Photo Voltaic power plants for efficient sizing and improving the 
performance of these systems.  Some computational Intelligence methods are used in time series 
prediction of solar radiation based on the statistical data. A number of neural network models like 
Radial Basis function (RBF) and Multilayer perception (MLP) were used and these are all forward 
prediction methods which may result in inaccuracy of prediction. Here, Recurrent Neural Networ
(RNN), in which a feedback from the output layer is given as input to one of the hidden layers has 
been used. Input variables used for prediction are Day of the month, daily mean air temperature, 
Relative humidity, Air Pressure and Solar azimuth angle.RNN is being trained using Particle Swarm 
Optimization (PSO) and Evolutionary algorithm (EA).EA is stochastic search and  optimization 
heuristics derived from evolutionary theory.PSO is an optimization based  technique used for solving 

linear and multidimensional problems. Also, performance of these algorithms is compared by 
calculating Root Mean Square Error (RMSE). 
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A strong increase in energy demand and reduction of energy 
from fossil fuels leads to the development of solar power 
generation industries. The energy generated from solar panels 
depends on the amount of solar radiation falling on the grid 

Solar radiation plays an important role in 
estimating the potential power levels that can be generated 
from the photovoltaic cells and also necessary for             
determining cooling loads of a buildings (Tzu-An Chiang                  

number of multi linear regression equations 
have been derived using several 

Prescott model. This 
includes prediction of solar radiation using clearness index 

, daily mean air 
. Another important 

method for predicting is time series regression models (Hassan 
Three forecasting methods are used in this model 

using meteorological datas like Global Horizontal Irradiance 
(GHI), Direct Normal Irradiance (DNI), Diffuse Horizontal 

Several computational Intelligence based 
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Artificial Neural Network (ANN) 
2010) provides an efficient way of determining non
relation between a number of inputs and output. ANN trained 
by Levenberg-Masquard algorithm 
2012), used for prediction of solar radiation provides an better 
performance as it uses Multilayer feed forward networks. 
Different types of neural networks, which include Multilayer 
Perceptron (Hassan et al., 
Networks (Crispim et al., 2008
Exogenous Neural Network 
neural network (Chenghui Zhu
proposed for predicting. 
 
Also, Fuzzy based techniques 
Iqdour, 2008) based on Takagi
better forecast accuracy. A comparative study of prediction 
using Fully Recurrent Neural Network (FRNN) and RBF 
(Mehrdad Naderian et al., 2014
can be achieved with RNN. 
Abdallouri and Hicham El Badoui, 2013
Descent back propagation, Gradient Descent with Adaptive 
back propagation, Gradient Descent with momentum back 
propagation and LM back propagation algorithms are used for 
training neural networks and their performance are compared. 
All the above algorithms have been proposed cannot be used

 Available online at http://www.journalcra.com 

International Journal of Current Research 
Vol. 7, Issue, 01, pp.11492-11496, January, 2015 

 

 INTERNATIONAL 
     

 z 

GLOBAL SOLAR RADIATION PREDICTION USING RECURRENT NEURAL NETWORKS 

.S 

Prathyusha Institute of Technology and Management, Tiruvallur, India 
Assistant Professor, ECE Department, Prathyusha Institute of Technology and Management, Tiruvallur, India 

Second Year M.E Communication Systems, Prathyusha Institute of Technology and Management,  

 

 

 

Renewable energy sources derive enormous energy from the sun’s radiation. Global Solar Radiation 
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performance of these systems.  Some computational Intelligence methods are used in time series 
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for training RNN. Most of the above computational methods 
are all forward prediction techniques and can result in 
inaccuracy of prediction. In this paper, Elman style based 
Recurrent Neural Network which is trained by PSO and 
Evolutionary algorithm has been used.  
 
Data Collection 
 
In this study, a one hour average data on air temperature, 
Relative Humidity (RH), air pressure, solar azimuth angle, 
Global solar Radiation (GSR) for Thiruvallur region located at 
13o latitude and 70.4o longitude are collected from National 
Renewable Energy Laboratory (NREL). The data for 6 months 
during January 2004 to June.2004 at a distance of 10m above 
the horizontal surface of the Earth has been used for training 
and validating RNN. The GSR values measured during January 
month is shown in Fig. 1. These datas must be normalized 
before fed into the network. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Recurrent Neural Network 
 
A  Multi layer feed forward neural network with at least one 
feedback connection to its input is known as RNN. In this 
study, an Elman based RNN with four layers have been 
proposed. The input layer has 30 neurons, hidden layer has 15 
neurons, context layer has 7 neurons and the output layer has 
only one neuron. Here, a feed back is given form the context 
layer to hidden layer. The transfer function known as trans sig 
is used in hidden layer and context layer. The structure of RNN 
is shown in Fig.2. The weights are adjusted during the training 
process to achieve the desired output. The Net = ∑ xiwi 

 
where, xi and wi are the input and weighted function. 
 

 
 

Fig. 2. Structure of RNN 
 

Algorithms  
 

Particle Swarm Optimization 
 

PSO is a population based optimization technique optimization 
technique which is capable of optimizing non-linear and multi 
dimensional problems.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The basic concept of the algorithms is to create a swarm of 
particles which moves in the space around them. Each particle 
have a current position (Xid) and  moves through the search 
space with a  velocity  (Vid).For each time, the fitness function 
f  is evaluated  by giving Xi as input. Each particle keeps track 
of its best fitness function and also the global best position 
among the population. According to the individual best 
position and the global best position, each particle will update 
its new velocity which can be calculated as follows: 
 
Vid(it+1) = Vid(it)+C1*Rnd(0,1)*(pbid(it)- Xid(it))+Rnd(0,1) 
*(gbid(it)-Xid(it)) 
 
where, i-particle’s index, d-Particle’s dimension, it-Iteration 
number, Xid-Position of particle i in dimension d, Vid-Velocity 

 
 

Fig.1. Global Solar Radiation measured at Thiruvallur Region during the month of January 2004 
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of particle i in dimension d, C1 - acceleration constant for the 
cognitive component, Rnd - Stochastic component of the 
algorithm (a random value between 0 and 1). 
 
Based on the updated velocities, each particle will update its 
new position which is calculated as: 
 
Xid(it+1)  =  Xid(it) +Vid(it+1)  
 
Based on the updated position and velocity, all the particles 
cluster together and moves in a random direction. The 
procedure for PSO algorithm is shown in Fig.3 
 

 
 

Fig.3. Flow chart of PSO algorithm 

 
Evolutionary Algorithm 
 
Evolutionary algorithms (EA) are stochastic search and 
optimization heuristics derived from Evolution theory. One 
major property of EA is that the search space is not explored by 
starting with only one possible solution but with a population 
of possible solutions and that the individuals of the population 
can exchange solution attributes between them. 
 
EA is initialized by creating a population of n individuals at 
random and by evaluating a fitness function. Weights and 
biases are defined for each  layer. Parents are selected based on 
the selection procedure. Parents undergoes crossover to create 
the new off springs by varying all weights and biases. Then, 
mutation is done by making small changes at random to an 
individual. Then; the termination criterion is checked after each 
generation. The weights and biases are calculated as follows: 
   
�(�) = �(� − 1)exp (���(0,1))j = 1,2,……,Nw 
�(�) = �(� − 1) + �(�)��(0,1))j = 1,2,……,Nw 
 

where, Nw is the number of weights and biases in the RNN and 

Nj(0,1) is a standard Guassian random variable. � = 1
�2√��

�  

. 

 
 

Fig.4. Flow chart of EA algorithm 
 
The procedure for Evolutionary algorithm is shown in Fig.5 
 
Experiment Results 
 
RNN is trained using the PSO and evolutionary algorithms. In 
both the cases weights are updated based on the cumulative 
error function. The data collected during the month of  June  is 
taken as the training data set. For training the RNN, original 
time series and series of sequence differences have been used. 
This series of sequence differences can be calculated as 
follows: 
 
Y’(n)  = Y(n) + Y(n-1) 

 
where, Y(n) and  Y(n-1) are obtained from the given time 
series data. The original data was normalized. This can be 
calculated using             

                           

�� =
�� − ����

���� − ����
 

 
In PSO algorithm, the inertia weight w controls the balance of 
global and local search ability. If the value of w is enhanced, 
then global search is enhanced while the small values of w 
enhance the local search. The swarm size is chosen as 30 and 
the inertia weight is taken as 2.The acceleration contants c1 
and c2 are set to 2. A population of 30 particles evolved for 
100 iterations. The training error for PSO algorithm is shown 
in Fig.5 
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The above figure reflects the performance of  best particle at 
each  generation. In Evolutionary algorithm, the population 
size chosen as 120.The fitness function depends on the number 
of individuals in each layer. The training error of EA is shown 
in Fig.6 

 
The above figure shows the training error of EA which reflects 
the performance of best mass of individuals in each generation.
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Conclusion 
 

In this paper, Recurrent Neural Network are applied to estimate 
the Global solar radiation at Thiruvallur Region located at 
13.4oE Latitude and 79.9oW Longitude. The datas are collected 
at 10m above the horizontal surface. The Recurrent Neural 
Networks are trained by Evolutionary Algorithm a
Swarm Optimization Algorithm. The performance of these two 
algorithms are compared by calcul
Evolutionary algorithm is  calculated  as  0.0667 which is less

 
Fig 5. Training error for PSO algorithm 

 

 

Fig.6. Training error of Evolutionary Algorithm 
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In this paper, Recurrent Neural Network are applied to estimate 
the Global solar radiation at Thiruvallur Region located at 

W Longitude. The datas are collected 
at 10m above the horizontal surface. The Recurrent Neural 
Networks are trained by Evolutionary Algorithm and Particle 

Algorithm. The performance of these two 
algorithms are compared by calculating the RMSE.RMSE of 
Evolutionary algorithm is  calculated  as  0.0667 which is less 

 

 



than PSO algorithm whose RMSE is calculated as 1.222. This 
experiment result demonstrated that the performance of 
Evolutionary algorithm is better than the Particle Swarm 
Optimization Algorithm. The future work is focused on 
predicting the Global Solar Radiation by a hybrid learning 
algorithm based on PSO and EA. Also, it focuses on effective 
sizing of Photo Voltaic systems using the accurate prediction 
of Global solar radiation. 
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